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Abstract

We study uniqueness of parabolic equations for measures $\mu(dtdx) = \mu_t(dx)dt$ of the type $L^*\mu = 0$, satisfying $\mu_t \rightarrow \nu$ as $t \rightarrow 0$, where each $\mu_t$ is a probability measure on $\mathbb{R}^d$, $L = \partial_t + a^{ij}(t,x)\partial_x^i\partial_x^j + b^i(t,x)\partial_x^i$ is a differential operator on $(0,T) \times \mathbb{R}^d$ and $\nu$ is a given initial measure. One main result is that uniqueness holds under uniform ellipticity and Lipschitz conditions on $a^{ij}$ but for $b^i$ merely local integrability and coercivity conditions are sufficient.
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1 Introduction and main result

Let $T > 0$, let $A = (a^{ij})$ be a Borel measurable mapping on $[0, T] \times \mathbb{R}^d$ with values in the space of non-negative symmetric $d \times d$ matrices, and let $b = (b^i) : [0, T] \times \mathbb{R}^d \rightarrow \mathbb{R}^d$ be Borel measurable. Consider the differential operators

\begin{equation}
L_{A,b}u(t,x) = \sum_{i,j=1}^{d} a^{ij}(t,x)\partial_x^i\partial_x^j u(t,x) + \sum_{i=1}^{d} b^i(t,x)\partial_x^i u(t,x),
\end{equation}

and

\begin{equation}
Lu(t,x) := (L_{A,b} + \partial_t)u(t,x).
\end{equation}

for $u \in C_0^\infty((0,T) \times \mathbb{R}^d)$. Here $\partial_t := \frac{\partial}{\partial t}$ and $\partial_x^i := \frac{\partial}{\partial x^i}$. Let $\mu$ be a locally finite (not necessarily non-negative) Borel measure on $(0, T) \times \mathbb{R}^d$ such that $a^{ij}, b^i \in L_{loc}^1(|\mu|)$ and

\begin{equation}
\int_{(0,T)\times\mathbb{R}^d} Lu \, d\mu = 0 \quad \text{for all } u \in C_0^\infty((0,T) \times \mathbb{R}^d),
\end{equation}

abbreviated

\begin{equation}
L^*\mu = 0.
\end{equation}
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Under reasonable regularity assumptions on the coefficients (see below) it follows that
\[ \mu(dtdx) = \mu_t(dx) \, dt \]
for some family of locally finite Borel measures \( \mu_t, \, t \in (0, T) \), on \( \mathbb{R}^d \). Hence one can consider the initial value problem
\[ \begin{cases} \int_{(0,T) \times \mathbb{R}^d} Lu \, d\mu = 0 \quad \text{for all } u \in C_0^\infty((0,T) \times \mathbb{R}^d), \\ \lim_{t \to 0} \int_{\mathbb{R}^d} \zeta \, d\mu_t = \int_{\mathbb{R}^d} \zeta \, d\nu \quad \text{for all } \zeta \in C_0^\infty(\mathbb{R}^d), \end{cases} \] (1.5)
for a given locally finite Borel measure \( \nu \) on \( \mathbb{R}^d \). We are mainly interested in the case when the initial condition \( \nu \) and each measure \( \mu_t \) in the solution family \( (\mu_t)_{t \in (0,T)} \) are probability measures. It was shown in [4] (see also [3]) that under reasonable assumptions on the coefficients, there exists a solution \( (\mu_t)_{t \in (0,T)} \) to the weak parabolic initial value problem (1.5) consisting of probability measures, for any probability measure \( \nu \) on \( \mathbb{R}^d \) as initial condition. The aim of this paper is to specify conditions under which this solution is unique.

In the elliptic case weak equations for measures of type (1.4) have been studied quite extensively in recent years on domains in \( \mathbb{R}^d \) and in infinite dimensions (see the recent paper [7] and references therein). For the so far most general existence results we refer to [8] in the finite dimensional and to [9] (see also [13]) in the infinite dimensional case. Regarding uniqueness, there are only two papers [11] and [12] (the latter one a slightly more general and more self-contained than the first) which contain general results on uniqueness and these are only in finite dimensions.

Of course, in the elliptic (time independent) case, weak equations for measures of type (1.4) are closely connected to the question whether the solution \( \mu \) is invariant for a semigroup generated by the operator \( L \) in some sense. We warn the reader that if this semigroup exists, the measure \( \mu \) might not be invariant with respect to it, but maybe only subinvariant. We refer to [19] (and also to [11] and [12]) for a detailed discussion of this question with the essence that the invariance under the semigroup is strongly related to the uniqueness of the weak elliptic problem for measures defined analogously to (1.4).

A similar phenomenon is central also in the parabolic case studied in this paper. The main difference is to invoke the boundary condition for \( t = 0 \) in a proper way.

In order to formulate the main results of this paper and recall the existence result from [4] we first fix conditions on the coefficients \( a^{ij}, b^i \) which will be in force throughout the paper. Note that these conditions are purely local in space. Let \( H^{p,1}(B) \) denote the set of all \( f \in L^p(U) := L^p(U, dx) \), where \( dx \) is Lebesgue measure, with generalized partial derivatives \( \partial_i f \in L^p(U) \) for all \( 1 \leq i \leq d \).

(H1) \text{There exists } p > d + 2 \text{ such that for every open ball } B \subset \mathbb{R}^d \text{ one has}
(a) \inf_{(t,x) \in [0,T] \times B} \det A(t,x) > 0 \text{ and } \sup_{t \in [0,T], \, 1 \leq i,j \leq d} \| a^{ij}(t, \cdot) \|_{H^{p,1}(B)} < \infty,
(b) \int_0^T \int_B |b(t,x)|^p \, dx \, dt < \infty.

Let \( \mathcal{P}(\mathbb{R}^d) \) denote the set of all Borel probability measures on \( \mathbb{R}^d \). We introduce
the following set of measures on \((0, T) \times \mathbb{R}^d\):
\[
\mathcal{M}^{A,b,\nu}_{\text{par}} := \{ \mu | \mu(dt, dx) = \mu_t(dx)dt, \ \mu_t \in \mathcal{P}(\mathbb{R}^d) \ \forall t \in (0, T) \}
\] (1.6)
and \(\mu\) solves (1.5), where \(|b| \in L^1((0, T) \times \mathbb{R}^d, \mu)\) for every ball \(B \subset \mathbb{R}^d\).

Here the subscript "par" refers to "parabolic".

**Theorem 1.1.** Assume (H1). Suppose, in addition, that the following condition holds:

(H2) Each \(a^{ij}\) is Hölder continuous in \(t \in [0, T]\), locally uniformly with respect to \(x \in \mathbb{R}^d\).

Let \(\mathcal{K} \subset \mathcal{M}^{A,b,\nu}_{\text{par}}\) be such that \(\mathcal{K}\) is convex and for all \(\mu \in \mathcal{K}\) one has

\[
(1-L)(C_0^\infty([0, T) \times \mathbb{R}^d)) \text{ is dense in } L^1((0, T) \times \mathbb{R}^d, \mu).
\] (1.7)

Then \(\# \mathcal{K} \leq 1\).

In the last section of this paper we shall specify examples of subsets \(\mathcal{K}\) as above. For completeness we recall the main existence result from [4]. Note that (H2) is not needed for this.

**Theorem 1.2** (cf. Theorem 3.1 in [4]). Assume that there exists \(p > d + 2\) such that for every ball \(B \subset \mathbb{R}^d\) (H1)–(a) holds and

\[
\sup_{t \in [0, T], 1 \leq i \leq d} \|b^i(t, \cdot)\|_{L^p(B)} < \infty.
\]

Assume furthermore that there exists a nonnegative function \(\Psi \in C^2(\mathbb{R}^d)\) with compact level sets and a constant \(C \in [0, +\infty)\) such that

\[
L\Psi \leq C(1 + \Psi) \ a.e. \ in \ (0, T) \times \mathbb{R}^d.
\]

Then for every probability measure \(\nu\) on \(\mathbb{R}^d\) there exists a family \(\mu = (\mu_t)_{t \in (0, T)}\) of probability measures on \(\mathbb{R}^d\) satisfying (1.5). In addition, setting \(\mu_0 := \nu\) we have that the function \(t \rightarrow \int_{\mathbb{R}^d} \zeta d\mu_t\) is continuous on \([0, T]\) for every \(\zeta \in C_0^\infty(\mathbb{R}^d)\).

The organization of the rest of this paper is as follows.

In §2 we first fix some notation and recall results from [6] and [1] that we shall use below. Then we prove that any \(\mu \in \mathcal{M}^{A,b,\nu}_{\text{par}}\) satisfying (1.7) is an extreme point of the convex set \(\mathcal{M}_{\text{par}}^{A,b,\nu}\). This obviously implies the assertion of Theorem 1.1. The final §3 is devoted to applications.

Let us fix some notation. If \(\mu\) is a (not necessarily nonnegative) locally finite Borel measure on an open subset \(\Omega \subset \mathbb{R}^d\) and \(p \in [1, \infty)\) we denote by \(L^p_{\text{loc}}(\Omega, \mu)\) the class of all functions \(f\) such that \(\chi f \in L^p(\Omega, \mu)\) for every \(\chi \in C_0^\infty(\mathbb{R}^d)\). Here \(L^p(\Omega, \mu) = L^p(\Omega, |\mu|)|\mu|\) where \(|\mu|\) is the variation of \(\mu\). Lebesgue measure is denoted by \(dx\), and as usual \(L^p_{\text{loc}}(\Omega) := L^p_{\text{loc}}(\Omega, dx)\). The Borel \(\sigma\)-algebra of a topological space \(X\) is denoted by \(\mathcal{B}(X)\) and, for a space of real or complex valued functions \(\mathcal{F}(X)\) on \(X\), we denote by \(\mathcal{F}_0(X)\) the subset of functions \(f \in \mathcal{F}(X)\) with compact support, i.e., the closure of \(\{f \neq 0\}\) is compact. So, \(C_0^\infty(\Omega)\) is the class of all infinitely differentiable functions with compact support in \(\Omega\). Let \(H^{p,r}(\Omega), p \geq 1, r \geq 0\), be the standard Sobolev space of functions on \(\Omega\) whose generalized derivatives up to order \(r\) are in \(L^p(\Omega)\), equipped with its natural norm. Furthermore \(H^{p,r}_{\text{loc}}(\Omega)\) denotes the class of functions \(f\) on \(\Omega\) such that \(\chi f \in H^{p,r}(\mathbb{R}^d)\) for every \(\chi \in C_0^\infty(\Omega)\).
2 $L^1$-uniqueness and extremality

In this section we fix $L_{A,b}$ and $L$ as in (1.1), (1.2) respectively. We consider $L$ with domain $C^\infty([0,T] \times \mathbb{R}^d)$. We always assume (H1) to hold, but recall this in all theorems.

Lemma 2.1. Let $\mu \in \mathcal{M}_{par}^{A,b,\nu}$ (cf. (1.6)). Then $(L, C_0^\infty([0,T] \times \mathbb{R}^d))$ is dissipative on $L^1((0,T) \times \mathbb{R}^d, \mu)$ and therefore, in particular, closable.

Proof. The last statement is standard. The first one follows by [15, Lemma 1.8, Appendix A] and Lemma 2.7 below. □

As a consequence, we have for the closure $(\overline{T}^\mu, D(\overline{T}^\mu))$ of $(L, C_0^\infty([0,T] \times \mathbb{R}^d))$ on $L^1((0,T) \times \mathbb{R}^d, \mu)$ the following result, cf. [15, Appendix A].

Proposition 2.2. For $\mu \in \mathcal{M}_{par}^{A,b,\nu}$ the following assertions are equivalent:

(i) $(\overline{T}^\mu, D(\overline{T}^\mu))$ generates a $C_0$-semigroup $(T_t^\mu)_{t \geq 0}$ (i. e. a strongly continuous semigroup of bounded operators $(T_t^\mu)_{t \geq 0}$) on $L^1((0,T) \times \mathbb{R}^d, \mu)$.

(ii) For one (hence all) $\lambda \in (0, +\infty)$ the set $(\lambda - L)(C_0^\infty([0,T] \times \mathbb{R}^d))$ is dense in $L^1((0,T) \times \mathbb{R}^d, \mu)$.

(iii) $(T_t^\mu)_{t \geq 0}$ is the only $C_0$-semigroup on $L^1((0,T) \times \mathbb{R}^d, \mu)$ which has a generating $(L, C_0^\infty([0,T] \times \mathbb{R}^d))$ (i.e., “$L^1$-uniqueness” holds for $(L, C_0^\infty([0,T] \times \mathbb{R}^d))$.

In case any (hence all) of the assertions (i)--(iii) hold, $(T_t^\mu)_{t \geq 0}$ is a contraction semigroup, i.e., each $T_t^\mu$ is a contraction on $L^1((0,T) \times \mathbb{R}^d, \mu)$ and it is sub-Markovian, i.e., $f \in L^1((0,T) \times \mathbb{R}^d, \mu), 0 \leq f \leq 1$ implies $0 \leq T_t^\mu f \leq 1$ for all $t \geq 0$.

Proof. The equivalence of (i) and (ii) is a consequence of Lemma 2.1 and the well known Lumer–Phillips Theorem (see e.g. [17, Chapter I, Theorem 4.3]. The implication “(i)⇒(iii)” is trivial, and “(iii)⇒(i)” is due to W. Arendt [2, 4–II,Theorem 1.33].

For the last part, we note that $(T_t^\mu)_{t \geq 0}$ must consist of contractions by the dissipativity of $(L, C_0^\infty([0,T] \times \mathbb{R}^d))$, and the sub–Markov property was proved in [15, Lemma 1.9]. □

Now we introduce the subset of all $\mathcal{M}_{par}^{A,b,\nu}$ for which the assertions in Proposition 2.2 hold, the subscript “$cg$” refers to “closure generates” with Proposition 2.2–(i) in mind. So, define

$$M_{par,cg}^{A,b,\nu} = \{ \mu \in M_{par}^{A,b,\nu} \mid \text{Proposition 2.2–(i) holds for } \mu \}.$$ 

We note that $M_{par,cg}^{A,b,\nu}$ is a convex set and denote by $ext \ M_{par}^{A,b,\nu}$ the set of its extreme points.

Now we can formulate the main result of this section which obviously implies the assertion of Theorem 1.1.

Theorem 2.3. Assume (H1). Then $M_{par,cg}^{A,b,\nu} \subset ext \ M_{par}^{A,b,\nu}$.

Remark 2.4. (i) See [11, Lemma 4.2] for the corresponding result in the elliptic case.

(ii) In the proof of Theorem 2.3 below we do not really need Hypothesis (H1). As the reader will see, the proof goes through without any changes under the much weaker conditions (1.1)--(1.3) in [20] if, in addition, we know that all measures satisfying the first identity in (1.5) are equivalent (i.e., have the same zero sets). Under Hypothesis (H1) the latter follows from a result in [6] which we recall below.
Before we can prove Theorem 2.3 we need some preparations. We first recall the following two results from [6] and [1].

**Theorem 2.5.** Assume that (H1) holds. Let $\mu \neq 0$ be a locally finite Borel measure on $(0, T) \times \mathbb{R}^d$ satisfying the first identity in (1.5) (i.e., no boundary condition at $t = 0$ required). Then, there exists a strictly positive function $\varrho: (0, T) \times \mathbb{R}^d \rightarrow \mathbb{R}_+$ such that

$$
\mu(dt dx) = \varrho(t, x) dt dx,
$$

$\varrho$ is locally Hölder continuous on $(0, T) \times \mathbb{R}^d$ and for any $(t_1, t_2) \subset (0, T)$ one has

$$
\int_{t_1}^{t_2} \| \varrho(t, \cdot) \|_{H^{p,1}(B)}^p dt < \infty
$$

for all open balls $B \in \mathbb{R}^d$.

**Proof.** We apply [6, Corollary 3.9] and the remarks following it. $\square$

**Lemma 2.6.** Let $\mu$ be a positive measure on a measurable space $(E, \mathcal{B})$ and $S$ a sub-Markovian bounded linear operator on $L^1(m) := L^1(E, \mathcal{B}, m)$ such that $\mu$ is $S$-invariant, that is

$$
\int_E S f dm = \int_E f dm \quad \text{for all } f \in L^1(m) \cap L^\infty(m).
$$

Suppose $\rho_1, \rho_2 \in L^1(m)$ (not necessarily nonnegative) such that $\rho_1 \cdot m$ and $\rho_2 \cdot m$ are $S$-invariant. Then $(\rho_1 \wedge \rho_2) \cdot m$ is $S$-invariant as well (where $\rho_1 \wedge \rho_2 := \min\{\rho_1, \rho_2\}$).

**Proof.** Since $S$ is sub-Markovian, by Jensen’s inequality $S$ considered with domain $L^1(m) \cap L^\infty(m)$ extends to a linear contraction operator $S_2$ on $L^2(m)$. Let $S_2^*$ denote its adjoint. Then $S_2^*$ is again sub-Markovian (cf. [16, Chapter II, Proposition 4.1]) and extends to a linear contraction operator $S^*$ on $L^1(m)$.

Let $\rho \in L^1(m)$ and $\rho_n := (\rho \wedge n) \vee (-n)$, $n \in \mathbb{N}$. Then for all $f \in L^1(m) \cap L^\infty(m)$

$$
\int_E S f \rho dm = \lim_{n \rightarrow \infty} \int_E S f \rho_n dm = \lim_{n \rightarrow \infty} \int_E S_2^* \rho_n dm = \int_E S^* \rho dm.
$$

So, $\rho \cdot m$ is $S$-invariant if and only if $\rho$ belongs to the space of fix points of $S^*$, that is to the space

$$
V := \{ \rho \in L^1(m) \mid S^* \rho = \rho \}.
$$

So, to prove the assertion we have to prove that $V$ is a lattice. But if $\rho \in V$, then by the positivity of $S^*$ we have $S^* \rho^+ \geq S^* \rho = \rho$ and $S^* \rho^+ \geq 0$, so $S^* \rho^+ \geq \rho^+$. Hence, since $S^*$ is a contraction on $L^1(m)$,

$$
0 \leq \int_E (S^* \rho^+ - \rho^+) dm \leq 0.
$$

So, $\rho^+ \in V$. $\square$

We need one more lemma.

**Lemma 2.7.** Let $\mu \in M_{par}^{A,b,\nu}$ (so $\mu(dt dx) = \mu_t(dx) dt$). Then, for every function $u \in C^\infty_0([0, T) \times \mathbb{R}^d)$, one has

$$
\int_{(0,T) \times \mathbb{R}^d} Lu \, d\mu = -\int_{\mathbb{R}^d} u(0, x) \, \nu(dx).
$$
Proof. Let $u \in C_0^{\infty}([0, T) \times \mathbb{R}^d)$. By a limiting argument we may assume that $u(t, x) = \varphi(t)\zeta(x)$ for $\varphi \in C_0^{\infty}([0, T])$ and $\zeta \in C_0^{\infty}(\mathbb{R}^d)$. Since $\mu \in M_{\text{par,} \nu}^{A,b}$ we know that for $dt$-a.e. $t, \xi \in [0, T)$ with $t > \varepsilon$, one has

$$
\int_{\mathbb{R}^d} \zeta(x) \mu_t(dx) = \int_{\varepsilon}^{t} \int_{\mathbb{R}^d} L\zeta(s, x) \mu_s(dx)ds + \int_{\mathbb{R}^d} \zeta(x) \mu_c(dx).
$$

Hence

$$
-\lim_{\varepsilon \to 0} \int_{\varepsilon}^{t} \frac{d}{dt} \varphi(t) \int_{\mathbb{R}^d} \zeta(x) \mu_t(dx)dt
= \varphi(0) \int_{\mathbb{R}^d} \zeta(x) \nu(dx) + \lim_{\varepsilon \to 0} \int_{\varepsilon}^{t} \varphi(t) \frac{d}{dt} \int_{\mathbb{R}^d} \zeta(x) \mu_t(dx)dt
= \int_{\mathbb{R}^d} u(0, x) \nu(dx) + \lim_{\varepsilon \to 0} \int_{\varepsilon}^{t} \varphi(t) \int_{\mathbb{R}^d} L\zeta(t, x) \mu_t(dx)dt.
$$

Note that by assumption each $\alpha^j$ is continuous on $[0, T] \times \mathbb{R}^d$ and $b \in L^1((0, T) \times B, \mu)$ for all balls $B \subset \mathbb{R}^d$. So, $\varphi L\zeta = \varphi L_{A,B} \zeta \in L^1((0, T) \times \mathbb{R}^d, \mu)$. Hence the assertion follows. □

Proof of Theorem 2.3. Let $\mu \in M_{\text{par,} \nu}^{A,b}$ and let $\mu_i \in M_{\text{par,} \nu}^{A,b}$, $\alpha_i \in (0, 1)$, $i = 1, 2$ be such that $\alpha_1 + \alpha_2 = 1$ and

$$
\mu = \alpha_1 \mu_1 + \alpha_2 \mu_2.
$$

We have to show that $\mu_1 = \mu_2 = \mu$. We first note that by the Radon–Nikodym theorem we have

$$
\mu_i = \sigma_i : \mu, \quad i = 1, 2,
$$

with some measurable functions $\sigma_i : (0, T) \times \mathbb{R}^d \to [0, \infty)$ and

$$
\sigma_i \leq \frac{1}{\alpha_i}.
$$

Now we can complete the proof using Lemmas 2.6 and 2.7. Indeed, by assumption there exists a sub-Markovian $C_0$-semigroup $(T_t^\mu)_{t \geq 0}$ generated by $(\mathcal{L}^\mu, D(\mathcal{L}^\mu))$ on $L^1((0, T) \times \mathbb{R}^d, \mu)$. By Lemma 2.7 we have

$$
\int_{(0,T)\times\mathbb{R}^d} \mathcal{L}^\mu u \, d\mu_1 = \int_{(0,T)\times\mathbb{R}^d} \mathcal{L}^\mu u \, d\mu_2 \quad \text{for all } u \in C_0^{\infty}([0, T) \times \mathbb{R}^d),
$$

hence, since $\sigma_1, \sigma_2$ are bounded, we obtain

$$
\int_{(0,T)\times\mathbb{R}^d} \mathcal{L}^\mu u \, \sigma_1 \, d\mu = \int_{(0,T)\times\mathbb{R}^d} \mathcal{L}^\mu u \, \sigma_2 \, d\mu \quad \text{for all } u \in D(\mathcal{L}^\mu).
$$

Consequently, for all $u \in C_0^{\infty}([0, T) \times \mathbb{R}^d)$ and $t > 0$ we have

$$
\int_{(0,T)\times\mathbb{R}^d} \mathcal{L}^\mu T_t^\mu u \, \sigma_1 \, d\mu = \int_{(0,T)\times\mathbb{R}^d} \mathcal{L}^\mu T_t^\mu u \, \sigma_2 \, d\mu.
$$

Integrating over $(0, t)$ yields the equality

$$
\int_{(0,T)\times\mathbb{R}^d} T_t^\mu u \, \sigma_1 \, d\mu - \int_{(0,T)\times\mathbb{R}^d} u \, \sigma_1 \, d\mu = \int_{(0,T)\times\mathbb{R}^d} T_t^\mu u \, \sigma_2 \, d\mu - \int_{(0,T)\times\mathbb{R}^d} u \, \sigma_2 \, d\mu,
$$
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which by a density argument then holds for all bounded measurable functions
\(u: (0, T) \times \mathbb{R}^d \rightarrow \mathbb{R}\). Applying Lemma 2.6 with \(\varrho_1: = \sigma_1 - \sigma_2, \ \varrho_2 = 0\), and
\(\varrho_2: = \sigma_2 - \sigma_1, \ \varrho_1 = 0\), we obtain that for
\[\nu_1 := (\sigma_1 - \sigma_2)^+ \mu\]
and
\[\nu_2 := (\sigma_1 - \sigma_2)^- \mu\]
we have for \(i = 1, 2\)
\[
\int_{(0,T)\times \mathbb{R}^d} T_i^t u \ d\nu_i = \int_{(0,T)\times \mathbb{R}^d} u \ d\nu_i \quad \text{for all } u \in C_0^\infty([0, T) \times \mathbb{R}^d).
\]
Differentiating at \(t = 0\) yields
\[
\int_{(0,T)\times \mathbb{R}^d} Lu \ d\nu_i = 0 \quad \text{for all } u \in C_0^\infty([0, T) \times \mathbb{R}^d),
\]
i.e., both measures \(\nu_1\) and \(\nu_2\) satisfy the first identity in (1.5). Hence by Theorem 2.5,
since these two measures cannot be equivalent, either \((\sigma_1 - \sigma_2)^+ = 0\) or \((\sigma_1 - \sigma_2)^- = 0\)
holds \(\mu\text{-a.e.}\). Since both \(\sigma_1(t, \cdot)\) and \(\sigma_2(t, \cdot)\) are probability densities for each \(t\), in
either case it follows that \(\sigma_1 = \sigma_2\), hence \(\mu_1 = \mu_2\). □

**Remark 2.8.** Let us replace in all of the above \([0, T) \times \mathbb{R}^d\) by \(\mathbb{R} \times \mathbb{R}^d\) and require no
boundary condition at \(-\infty\). Let us define \(\mathcal{M}_{par}^{A,b}\) correspondingly as in (1.6). Then
all arguments go through, so the corresponding versions (that is, with \(C_0^\infty(\mathbb{R} \times \mathbb{R}^d)\)
in replace of \(C_0^\infty([0, T) \times \mathbb{R}^d)\) of our main Theorems 2.3 and 1.2 also hold in this
case. Since Lemma 2.7 is not necessary in this case we can even drop the condition
on \(b\) in the definition of \(\mathcal{M}_{par}^{A,b}\). Furthermore, we have to replace \((H1)(b)\) by the
assumption that \(\int_T^{0} \int_B |b(t, x)|^p \ dxdt < +\infty\) for all \(T > 0\).

In this case, i.e. with \(\mathbb{R} \times \mathbb{R}^d\) in place of \([0, T) \times \mathbb{R}^d\), there are easy examples
where \(\mathcal{M}_{par}^{A,b,\nu}\) contains more than one element.
Consider e.g. the case \(a_{ij} = \frac{1}{2} \delta_{ij}\) and \(b'(t, x) = x^i, \ t \in \mathbb{R}, x \in \mathbb{R}^d\). Then
obviously the standard normal distribution \(\mu_0\) belongs to \(\mathcal{M}_{par}^{A,b}\). Define for all \(z \in \mathbb{R}^d, \ t \in \mathbb{R}\), the map \(\tau_{e^{-t}z}: \mathbb{R}^d \rightarrow \mathbb{R}^d\) by
\[
\tau_{e^{-t}z}(y): = y + e^{-t}z, \ y \in \mathbb{R}^d,
\]
and the measure
\[
\mu_t^z := \mu_0 \circ (\tau_{e^{-t}z})^{-1}.
\]
Set
\[
\mu^z(dt \ dx) := \mu_t^z(dx)dt.
\]
Then we easily check that \(\mu^z \in M_{par}^{A,b}\) for all \(z \in \mathbb{R}^d\). Moreover, in this case we have
\[
\text{ext } M_{par}^{A,b} = \{\mu^z | z \in \mathbb{R}^d\}.
\]
We refer to [18] (see also [14]) for a detailed proof, even in the case \(\mathbb{R}^d\) is replaced
by a Hilbert space.

So, e.g. if
\[
\mu(dt \ dx) := \frac{1}{2} \mu^z(dt \ dx) + \frac{1}{2} dt \mu_0(dx), \ z \in \mathbb{R}^d, \ z \neq 0,
\]
then by Theorem 2.3, \(\mu \notin \mathcal{M}_{par,par}^{A,b}\), so \((L^{\mu}, D(L^{\mu}))\) generates no \(C_0\)-semigroup on
\(L^1(\mathbb{R} \times \mathbb{R}^d, \mu)\).
3 Applications

The first two results in this section are easy consequences of [20]. Assume (H1) and (H2) hold and let \( \mu \in \mathcal{M}_{\text{par}}^{A,b,\nu} \). Then by Theorem 2.5 we have

\[
\mu(\,dt\,dx) = \varrho(t,x)\,dt\,dx,
\]

\( \varrho \) is locally Hölder continuous on \((0, T) \times \mathbb{R}^d \) and \( \partial_j \varrho \in L^p_{\text{loc}}((0, T) \times \mathbb{R}^d), 1 \leq j \leq d \).

Define the logarithmic derivative \( \beta_\mu = (\beta_1^\mu, \ldots, \beta_d^\mu) \) of \( \mu \) with respect to the metric given by \( A \) as follows:

\[
\beta_i^\mu := \sum_{j=1}^d (\partial_j a_{ij}^\mu + a_{ij}^\mu \varrho^{-1} \partial_j \varrho), \quad i = 1, \ldots, d. \tag{3.8}
\]

Proposition 3.1. Assume (H1) and (H2) and define \( K \) to be the set of all measures \( \mu \in \mathcal{M}_{\text{par}}^{A,b,\nu} \) satisfying the following three conditions for all \( 1 \leq i, j \leq d \):

(i) \( \partial_j a_{ij} \in L^1((0, T) \times B, \mu) \) for all open balls \( B \subset \mathbb{R}^d \).

(ii) \( a_{ij} \in L^1((0, T) \times \mathbb{R}^d, \mu) \).

(iii) \( b^i - \beta^i_\mu \in L^1((0, T) \times \mathbb{R}^d, \mu) \).

Then \( \# K \leq 1 \).

Proof. By [20, Corollary 1.14 (a)] we have that each \( \mu \in K \) satisfies \((1.7)\). By Theorem 1.1, it remains to show that \( K \) is convex. Let \( \mu_1, \mu_2 \in K \) and \( \lambda \in (0, 1) \).

Letting \( \mu := \lambda \mu_1 + (1 - \lambda) \mu_2 \),

\[
\beta_\mu^i := \sum_{j=1}^d (\partial_j a_{ij}^\mu + a_{ij}^\mu \varrho^{-1} \partial_j \varrho), \quad i = 1, \ldots, d. \tag{3.9}
\]

which is obviously in \( L^1((0, T) \times \mathbb{R}^d, \mu) \), since

\[
\mu_i(\,dt\,dx) = \varrho_i(t,x)\,dt\,dx, \quad i = 1, 2,
\]

with \( \varrho_i \) as in Theorem 2.5. Then an easy calculation shows that for all \( 1 \leq i \leq d \) we have

\[
b^i - \beta^i_\mu = (\lambda \varrho_1 + (1 - \lambda) \varrho_2)^{-1}[\lambda \varrho_1 (b^i - \beta^i_\mu_1) + (1 - \lambda) \varrho_2(b^i - \beta^i_\mu_2)],
\]

The proof is complete. \( \square \)

Proposition 3.2. Assume (H1) and (H2). Let \( V \in C^{1,2}([0, T] \times \mathbb{R}^d) \) be such that \( \lim_{|x| \to \infty} V(t,x) = +\infty \) uniformly in \( t \in [0, T] \). Let \( K \) be the set of all \( \mu \in \mathcal{M}_{\text{par}}^{A,b,\nu} \) satisfying condition (i) in Proposition 3.1 and such that for some \( \alpha_0 = \alpha_0(\mu) \in (0, \infty) \) one has

\[
L_{A,2\beta_\mu}V - \partial_t V \leq \alpha_0 V.
\]

Then \( \# K = 1 \).

Proof. By [20, Corollary 1.14 (b)] we have that each \( \mu \in K \) satisfies \((1.7)\). By Theorem 1.1 it remains to show that \( K \) is convex. Let \( \mu_1, \mu_2 \in K \) and \( \lambda \in (0, 1) \). Letting

\[
\mu := \lambda \mu_1 + (1 - \lambda) \mu_2,
\]
we obtain from (3.9) that
\[
L_{A,b} V - \partial_t V = (\lambda \varrho_1 + (1 - \lambda) \varrho_2)^{-1}[\lambda \varrho_1 (L_{A,b} V - \partial_t V) + (1 - \lambda) \varrho_2 (L_{A,b} - \partial_t V)] \\
\leq \alpha_0 V.
\]

Hence \( K \) is convex. □

Now we are going to give concrete global conditions on \( A, b \) and \( \nu \) so that problem (1.5) has a unique solution. The proof of the corresponding theorem relies on a combination of recent results of [4], [10] and Proposition 3.1 above.

**Theorem 3.3.** Assume (H1) and (H2). Suppose that the following global assumptions on \( A \) and \( b \) hold:

(i) the measure \( \nu \) has finite entropy, i.e., \( \nu(dx) = \varrho_0(x)dx \) for some \( \varrho_0 \in L^1(\mathbb{R}^d) \) and 
\[
\int_{\mathbb{R}^d} \varrho_0(x) \log \varrho_0(x) \, dx < +\infty.
\]

(v) There exists \( \varepsilon \in (0, \infty) \) such that 
\[
\varepsilon I \leq A(t, x) \leq \varepsilon^{-1} I
\]
for all \( (t, x) \in [0, T] \times \mathbb{R}^d \).

(vi) There exists \( \Lambda \in (0, \infty) \) such that for all \( x, y \in \mathbb{R}^d \) one has
\[
\sup\{|a^{ij}(t, x) - a^{ij}(t, y)| : t \in [0, T], 1 \leq i \leq j \leq d\} \leq \Lambda |x - y|.
\]

(vii) There exists \( c \in (0, \infty) \) such that for all \( (t, x) \in [0, T] \times \mathbb{R}^d \) one has
\[
\langle b(t, x), x \rangle \leq c(1 + |x|^2),
\]
where \( \langle \cdot, \cdot \rangle \) denotes the Euclidean inner product on \( \mathbb{R}^d \), and for some \( k \in \mathbb{N} \) one has
\[
|b(t, x)| \leq c(1 + |x|^{2k}) \quad \text{as well as} \quad \int_{\mathbb{R}^d} |x|^{2k} \nu(dx) < \infty,
\]
or there exist numbers \( \alpha, \gamma, \delta, c, k \in (0, \infty) \) such that for all \( (t, x) \in [0, T] \times \mathbb{R}^d \)
\[
\langle b(t, x), x \rangle \leq \gamma - (2\varepsilon^{-1} c k + \delta)|x|^{2k},
\]
with \( \varepsilon \) as in (v), and
\[
|b(t, x)| \leq \alpha \exp\left(\frac{c}{2} |x|^{2k}\right) \quad \text{as well as} \quad \int_{\mathbb{R}^d} \exp\left(\frac{c}{2} |x|^{2k}\right) \nu(dx) < \infty.
\]

Then there exists a unique family \( \{\mu_t, t \in (0, T]\} \) of probability measures on \( \mathbb{R}^d \) solving (1.5).

**Proof.** By [4, Theorem 3.1 and Examples 2.5 (i) and (iii)] the existence of the desired family \( \mu_t, t \in (0, T] \), follows and we have that
\[
|b| \in L^2((0, T) \times \mathbb{R}^d, \mu).
\]
By our assumptions (v) and (vi) condition (i) and (ii) in Proposition 3.1 hold. Because of (v), (3.8) and (3.10) it suffices to show that
\[ \nabla \varrho \in L^1((0, T) \times \mathbb{R}^d, \mu) \]
in order to verify condition (iii). But by [10, Theorem 2.1] we even have that
\[ \nabla \varrho \in L^2((0, T) \times \mathbb{R}^d, \mu) . \]
Hence the above family \( \mu_t, t \in (0, T] \), is unique. \( \square \)

**Remark 3.4.**
(i) We would like to emphasize that in the above theorem no dissipativity type conditions are assumed on the operator \( L_{A, b} \). Nevertheless, one can prove uniqueness for problem (1.5).
(ii) An application where we have uniqueness for problem (1.5) under dissipativity conditions is presented in [5].
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