Abstract

We study asymptotic properties of the continuous Glauber dynamics with unbounded death and constant birth rates. In particular, an information about the spectrum location for the symbol of the Markov generator is obtained. The latter fact is used for the proof of the ergodicity of this process. We show that the speed of convergence to the equilibrium is exponential.
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1 Introduction

The continuous Glauber type dynamics may be characterized as birth-and-death Markov processes on the configuration space (CS) in continuum with the given grand canonical Gibbs equilibrium states as the symmetrizing measures. The Markov generators of these processes are related to the (non-local) Dirichlet forms of Gibbs measures. The latter fact gives the possibility to construct the so-called equilibrium Glauber dynamics associated with these forms [18]. There are many
possibilities to choose a particular form of the square field expression inside of the Dirichlet forms. Each of them leads to the corresponding birth and death intensities in the generator of the Glauber dynamics. For example, one may consider a constant death rate, which means that all information about the interaction in the system is included in the birth rate ($G^+$ Glauber dynamics). Another extremal possibility is to take a constant birth rate and to assure the reversibility of the dynamics via proper death coefficient ($G^-$ Glauber dynamics). In the case of $G^+$ equilibrium dynamics and a positive interaction potential, there exists a spectral gap for the generator in the high temperature and low density regime [3], [18], [32]. This gives the exponential $L^2$ ergodicity for the corresponding Markov semigroup.

Coming to the problem of the non-equilibrium Glauber dynamics, we note that only recently were constructed Markov processes with some classes of initial distributions (i.e., Markov functions) for $G^+$ [17] and $G^-$ [16] dynamics. These papers use a constructive approach to the dual Kolmogorov equation describing the evolution of the initial distributions in the Glauber stochastic dynamics. Let us stress that in the infinite particle case, the class of admissible initial conditions should be considered as an essential parameter in the study of dynamical properties. Depending on the initial conditions, stochastic dynamics may have very different types of behavior including the possibility to explode in a finite time. Roughly speaking, a choice of initial states defines the level of deviation from the equilibrium dynamics.

In the present paper we analyze ergodic properties of such non-equilibrium random evolutions. Namely, we consider the case of $G^-$ stochastic dynamics for interacting potentials which satisfy stability and strong integrability conditions (but admit a possible negative part). The main result concerning the ergodicity is stated in Theorem 3.2. We show that under the natural restrictions on the parameters of the system the time evolution for a class of initial measures converges to the invariant Gibbs measure. More precisely, we need to consider the equilibrium state in the high temperature and low density regime to assure the uniqueness of the limiting Gibbs measure. Then depending on these parameters we define explicitly the set of admissible initial states. Let us stress that this set forms a ball (in a proper metric) in the space of all probability measures on the CS. This ball includes the invariant Gibbs measure as well as all probability measures on the CS with the common Ruelle bounds. The convergence of measures on the CS is defined in the sense of their correlation functions convergence.
We show the exponential rate of such convergence in the Ruelle type norm on correlation functions.

2 Foundations

We consider the Euclidian space $\mathbb{R}^d$. By $\mathcal{B}(\mathbb{R}^d)$ we denote the family of all Borel sets in $\mathbb{R}^d$. $\mathcal{B}_b(\mathbb{R}^d)$ denotes the system of all sets in $\mathcal{B}(\mathbb{R}^d)$ which are bounded.

The space of $n$-point configuration is

$$\Gamma^{(n)}_0 = \Gamma^{(n)}_{0,\mathbb{R}^d} := \left\{ \eta \subset \mathbb{R}^d \mid |\eta| = n \right\}, \quad n \in \mathbb{N}_0 := \mathbb{N} \cup \{0\},$$

where $|A|$ denotes the cardinality of the set $A$.

The space $\Gamma^{(n)}_\Lambda = \Gamma^{(n)}_{0,\Lambda}$ for $\Lambda \in \mathcal{B}_b(\mathbb{R}^d)$ is defined analogously to the space $\Gamma^{(n)}_0$. As a set $\Gamma^{(n)}_0$ is equivalent to the symmetrization of

$$\widehat{(\mathbb{R}^d)^n} = \left\{ (x_1, \ldots, x_n) \in (\mathbb{R}^d)^n \mid x_k \neq x_l \text{ if } k \neq l \right\},$$

i.e. to $(\mathbb{R}^d)^n/S_n$, where $S_n$ is the permutation group of $\{1, \ldots, n\}$. Hence, one can introduce the corresponding topology and Borel $\sigma$-algebra, which we denote by $\mathcal{O}(\Gamma^{(n)}_0)$ and $\mathcal{B}(\Gamma^{(n)}_0)$, respectively.

The space of finite configurations

$$\Gamma_0 := \bigsqcup_{n \in \mathbb{N}_0} \Gamma^{(n)}_0$$

is equipped with the topology $\mathcal{O}(\Gamma_0)$ of disjoint union. Let $\mathcal{B}(\Gamma_0)$ denotes the corresponding Borel $\sigma$-algebra.

A set $B \in \mathcal{B}(\Gamma_0)$ is called bounded if there exists $\Lambda \in \mathcal{B}_b(\mathbb{R}^d)$ and $N \in \mathbb{N}$ such that $B \subset \bigsqcup_{n=0}^N \Gamma^{(n)}_\Lambda$.

The configuration space

$$\Gamma := \left\{ \gamma \subset \mathbb{R}^d \mid |\gamma \cap \Lambda| < \infty, \text{ for all } \Lambda \in \mathcal{B}_b(\mathbb{R}^d) \right\}$$

is equipped with the vague topology $\mathcal{O}(\Gamma)$. It is a Polish space (see e.g. [15]). $\mathcal{B}(\Gamma)$ denotes the corresponding Borel $\sigma$-algebra. The filtration on $\Gamma$ with a base set $\Lambda \in \mathcal{B}_b(\mathbb{R}^d)$ is given by

$$\mathcal{B}_\Lambda(\Gamma) := \sigma \left( N_{\Lambda'} \mid \Lambda' \in \mathcal{B}_b(\mathbb{R}^d), \Lambda' \subset \Lambda \right) ,$$
where \( N_{\Lambda} : \Gamma_0 \to \mathbb{N}_0 \) is such that \( N_{\Lambda}(\eta) := |\eta \cap \Lambda| \). For short we write \( \eta_{\Lambda} := \eta \cap \Lambda \).

For every \( \Lambda \in \mathcal{B}_0(\mathbb{R}^d) \) the projection \( p_{\Lambda} : \Gamma \to \Gamma_{\Lambda} := \bigsqcup_{n \geq 0} \Gamma_{\Lambda}^{(n)} \) is defined as \( p_{\Lambda}(\gamma) := \gamma_{\Lambda} \).

One can show that \( \Gamma \) is the projective limit of the spaces \( \{\Gamma_{\Lambda}\}_{\Lambda \in \mathcal{B}_b(\mathbb{R}^d)} \) w.r.t. these projections.

In the sequel we will use the following classes of functions on \( \Gamma_0 \):

- \( L^0(\Gamma_0) \) - the set of all measurable functions on \( \Gamma_0 \);
- \( L^0_{ls}(\Gamma_0) \) - the set of measurable functions with local support, i.e. \( G \in L^0_{ls}(\Gamma_0) \) if there exists \( \Lambda \in \mathcal{B}_b(\mathbb{R}^d) \) such that \( G|_{\Gamma_0 \setminus \Gamma_{\Lambda}} = 0 \);
- \( L^0_{bs}(\Gamma_0) \) - the set of measurable functions with bounded support, i.e. \( G \in L^0_{bs}(\Gamma_0) \) if there exists \( \Lambda \in \mathcal{B}_b(\mathbb{R}^d) \) and \( N \in \mathbb{N} \) such that \( G|_{\Gamma_0 \setminus \bigcup_{n=0}^N \Gamma_{\Lambda}^{(n)}} = 0 \);
- \( B(\Gamma_0) \) - the set of bounded measurable functions;
- \( B_{bs}(\Gamma_0) \) - the set of bounded functions with bounded support.

On \( \Gamma \) we consider the set of cylinder functions \( \mathcal{F}L^0(\Gamma) \), i.e. the set of all measurable functions \( G \in L^0(\Gamma) \) which are measurable w.r.t. \( \mathcal{B}_{\Lambda}(\Gamma) \) for some \( \Lambda \in \mathcal{B}_b(\mathbb{R}^d) \). These functions are characterized by the following relation:

\[
F(\gamma) = F|_{\Gamma_{\Lambda}}(\gamma_{\Lambda})
\]

Those cylinder functions which are measurable w.r.t. \( \mathcal{B}_{\Lambda}(\Gamma) \) for fixed \( \Lambda \in \mathcal{B}_b(\mathbb{R}^d) \) we will denote by \( \mathcal{F}L^0(\Gamma; \mathcal{B}_{\Lambda}(\Gamma)) \).

Next we would like to describe some facts from the harmonic analysis on the configuration spaces based on [13].

The following mapping between functions on \( \Gamma_0 \) and functions on \( \Gamma \) plays the key role in our further considerations:

\[
KG(\gamma) := \sum_{\xi \in \gamma} G(\xi), \quad G \in L^0_{bs}(\Gamma_0) \quad \gamma \in \Gamma,
\]

see e.g. [23, 24]. The summation in the latter expression is taken over all finite subconfigurations of \( \gamma \), which is denoted by symbol \( \xi \in \gamma \).

\( K\)-transform is linear, positivity preserving, and invertible, with

\[
K^{-1}F(\eta) := \sum_{\xi \subseteq \eta} (-1)^{|\eta \setminus \xi|} F(\xi), \quad F \in \mathcal{F}L^0(\Gamma) \quad \eta \in \Gamma_0.
\]
The map \( K \), as well as the map \( K^{-1} \), can be extended to more wide classes of functions. For details and further properties of the map \( K \) see, e.g. [13].

One can introduce a convolution
\[
\star : L^0(\Gamma_0) \times L^0(\Gamma_0) \to L^0(\Gamma_0)
\]
\[
(G_1, G_2) \mapsto (G_1 \star G_2)(\eta)
\]
\[
:= \sum_{(\xi_1, \xi_2, \xi_3) \in \mathcal{P}^3_0(\eta)} G_1(\xi_1 \cup \xi_2) G_2(\xi_2 \cup \xi_3),
\]
where \( \mathcal{P}^3_0(\eta) \) denotes the set of all partitions \((\xi_1, \xi_2, \xi_3)\) of \( \eta \) in 3 parts, i.e., all triples \((\xi_1, \xi_2, \xi_3)\) with \( \xi_i \subset \eta \), \( \xi_i \cap \xi_j = \emptyset \) if \( i \neq j \), and \( \xi_1 \cup \xi_2 \cup \xi_3 = \eta \).

It has the property that for \( G_1, G_2 \in L^0_0(\Gamma_0) \)
\[
K(G_1 \star G_2) = KG_1 \cdot KG_2.
\]

Due to this convolution we can interpret the \( K \)-transform as the Fourier transform in configuration space analysis, see also [2].

Let \( \mathcal{M}^1(\Gamma) \) be the set of all probability measures on \( \mathcal{B}(\Gamma) \) and let \( \mathcal{M}^1_{\text{lm}}(\Gamma) \) be the set of all probability measures \( \mu \) which have finite local moments of all orders, i.e.
\[
\int_\Gamma |\gamma_\Lambda|^n \mu(d\gamma) < +\infty
\]
for all \( \Lambda \in \mathcal{B}_b(\mathbb{R}^d) \) and \( n \in \mathbb{N}_0 \).

A measure \( \rho \) on \( (\Gamma_0, \mathcal{B}(\Gamma_0)) \) is called locally finite if \( \rho(A) < \infty \) for all bounded sets \( A \) from \( \mathcal{B}(\Gamma_0) \). The set of such measures is denoted by \( \mathcal{M}_\text{lf}(\Gamma_0) \).

A measure \( \rho \in \mathcal{M}_\text{lf}(\Gamma_0) \) is called positive definite if
\[
\int_{\Gamma_0} (G \star \bar{G})(\eta) \rho(d\eta) \geq 0, \quad \forall G \in \mathcal{B}_{bs}(\Gamma_0),
\]
where \( \bar{G} \) is a complex conjugate of \( G \).

A measure \( \rho \) is called normalized if and only if \( \rho(\{\emptyset\}) = 1 \).

One can define a transform \( K^* : \mathcal{M}^1_{\text{lm}}(\Gamma) \to \mathcal{M}_\text{lf}(\Gamma_0) \), which is dual to the \( K \)-transform, i.e., for every \( \mu \in \mathcal{M}^1_{\text{lm}}(\Gamma) \), \( G \in \mathcal{B}_{bs}(\Gamma_0) \) we have
\[
\int_{\Gamma} KG(\gamma) \mu(d\gamma) = \int_{\Gamma_0} G(\eta) (K^* \mu)(d\eta).
\]
The measure $\rho_\mu := K^*\mu$ is called the correlation measure of $\mu$. As shown in [13] for $\mu \in \mathcal{M}_{\text{fm}}^1(\Gamma)$ and any $G \in L^1(\Gamma_0, \rho_\mu)$ the series

$$KG(\gamma) := \sum_{\eta \in \gamma} G(\eta),$$

(3)
is $\mu$-a.s. absolutely convergent. Furthermore, $KG \in L^1(\Gamma, \mu)$ and

$$\int_{\Gamma_0} G(\eta) \rho_\mu(d\eta) = \int_{\Gamma} (KG)(\gamma) \mu(d\gamma).$$

(4)

Fix a non-atomic and locally finite measure $\sigma$ on $(\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))$. For any $n \in \mathbb{N}$ the product measure $\sigma^{\otimes n}$ can be considered by restriction as a measure on $(\mathbb{R}^d)^n$ and hence on $\Gamma_0^{(n)}$. The measure on $\Gamma_0^{(n)}$ we denote by $\sigma^{(n)}$.

The Lebesgue-Poisson measure $\lambda_{z\sigma}$ on $\Gamma_0$ is defined as

$$\lambda_{z\sigma} := \sum_{n=0}^{\infty} \frac{z^n}{n!} \sigma^{(n)}.$$

Here $z > 0$ is the so-called activity parameter. The restriction of $\lambda_{z\sigma}$ to $\Gamma_\Lambda$ will also be denoted by $\lambda_{z\sigma}$. We write $\lambda_z$ instead of $\lambda_{z\sigma}$, if the measure $\sigma$ is considered to be fixed.

The Poisson measure $\pi_{z\sigma}$ on $(\Gamma, \mathcal{B}(\Gamma))$ is given as the projective limit of the family of measures $\{\pi_{z\sigma}^\Lambda\}_{\Lambda \in \mathcal{B}(\mathbb{R}^d)}$, where $\pi_{z\sigma}^\Lambda$ is the measure on $\Gamma_\Lambda$ defined by $\pi_{z\sigma}^\Lambda := e^{-z\sigma(\Lambda)} \lambda_{z\sigma}$.

A measure $\mu \in \mathcal{M}_{\text{fm}}^1(\Gamma)$ is called locally absolutely continuous w.r.t. $\pi_{z\sigma}$ iff $\mu_\Lambda := \mu \circ p^{-1}_\Lambda$ is absolutely continuous with respect to $\pi_{z\sigma}^\Lambda = \pi_{z\sigma} \circ p^{-1}_\Lambda$ for all $\Lambda \in \mathcal{B}(\mathbb{R}^d)$. In this case, $\rho_\mu := K^*\mu$ is absolutely continuous w.r.t $\lambda_{z\sigma}$. Let $k_\mu : \Gamma_0 \to \mathbb{R}^+$ be the corresponding Radon-Nikodym derivative, i.e.

$$k_\mu(\eta) := \frac{d\rho_\mu}{d\lambda_{z\sigma}}(\eta), \quad \eta \in \Gamma_0.$$

**Remark 2.1.** The functions

$$k_\mu^{(n)} : (\mathbb{R}^d)^n \longrightarrow \mathbb{R}^+$$

(5)

$$k_\mu^{(n)}(x_1, \ldots, x_n) := \begin{cases} k_\mu(\{x_1, \ldots, x_n\}), & \text{if } (x_1, \ldots, x_n) \in (\mathbb{R}^d)^n \\ 0, & \text{otherwise} \end{cases}$$

for $\sigma$ - Lebesgue measure are well known correlation functions in statistical physics, see e.g [30], [31].
For the technical purposes we also recall the following result:

**Lemma 2.1.** Let $n \in \mathbb{N}$, $n \geq 2$, and $z > 0$ be given. Then

$$\int_{\Gamma_0} \cdots \int_{\Gamma_0} G(\eta_1 \cup \cdots \cup \eta_n)H(\eta_1, \ldots, \eta_n)d\lambda_{z\sigma}(\eta_1) \cdots d\lambda_{z\sigma}(\eta_n) =$$

$$= \int_{\Gamma_0} G(\eta) \sum_{(\eta_1, \ldots, \eta_n) \in \mathcal{P}_n(\eta)} H(\eta_1, \ldots, \eta_n)d\lambda_{z\sigma}(\eta)$$

for all measurable functions $G : \Gamma_0 \mapsto \mathbb{R}$ and $H : \Gamma_0 \times \cdots \times \Gamma_0 \mapsto \mathbb{R}$ with respect to which both sides of the equality make sense. Here $\mathcal{P}_n(\eta)$ denotes the set of all ordered partitions of $\eta$ in $n$ parts, which may be empty.

This lemma is known in the literature as Minlos lemma (cf., [21], [26]) and it will be crucial for calculations in many places below.

## 3 Glauber dynamics with competition

We study the special class of Glauber dynamics on $\Gamma$ with the birth rate equal to a constant (see [16], [17],) and the death rate equal to some unbounded function. In applications this death rate may be considered as the reflection of a competition between particles of the system.

### 3.1 Potential and Gibbs measures on configuration spaces

A pair potential is a Borel, even function $\phi : \mathbb{R}^d \mapsto \mathbb{R} \cup \{+\infty\}$. We assume that $\phi$ satisfies the following standard conditions, known from statistical physics:

- **(S)** (Stability) There exists $B > 0$ such that, for any $\eta \in \Gamma_0$, $|\eta| \geq 2$.

$$E(\eta) := \sum_{\{x, y\} \subset \eta} \phi(x - y) \geq -B|\eta|.$$ 

Notice that the stability condition implies that the potential $\phi$ is semi-bounded from below.

- **(SI)** (Strong Integrability) For any $\beta > 0$,

$$C_{st}(\beta) := \int_{\mathbb{R}^d} |1 - \exp[\beta\phi(x)]|dx < \infty.$$
Throughout the paper we assume that the conditions (S) and (SI) are satisfied. For \( \gamma \in \Gamma \) and \( x \in \mathbb{R}^d \setminus \gamma \) we define the relative energy of interaction as follows:

\[
E(x, \gamma) := \left\{ \begin{array}{ll}
\sum_{y \in \gamma} \phi(x - y), & \text{if } \sum_{y \in \gamma} |\phi(x - y)| < \infty, \\
+\infty, & \text{otherwise}.
\end{array} \right.
\]

A probability measure \( \mu \) on \( (\Gamma, \mathcal{B}(\Gamma)) \) is called a Gibbs measure with parameters \( \beta > 0 \) and \( z > 0 \) if it satisfies

\[
\int_{\Gamma} \int_{\mathbb{R}^d} e^{-\beta E(x, \gamma)} \mathcal{F}(\gamma \cup x, x) z dx \mu(d\gamma) \quad (6)
\]

for any measurable function \( \mathcal{F} : \Gamma \times \mathbb{R}^d \to [0, +\infty] \). Notice that any fixed set \( \gamma \in \Gamma \) has zero Lebesgue measure, so that the expression \( E(x, \gamma) \) on the right hand side of (6) is almost surely well-defined. The set of all Gibbs measures, which correspond to the potential \( \phi \), activity parameter \( z > 0 \), and inverse temperature \( \beta > 0 \), will be denoted by \( \mathcal{G}(\phi, z, \beta) \). For the fixed potential \( \phi \) we will write \( \mathcal{G}(z, \beta) \) instead of \( \mathcal{G}(\phi, z, \beta) \).

Remark 3.1. It is well-known (see e.g. [26], [30]) that if \( \phi \) is stable and

\[
C(\beta) := \int_{\mathbb{R}^d} |1 - e^{-\beta \phi(x)}| dx < z^{-1} e^{-1-2B\beta}
\]

then the class \( \mathcal{G}(\phi, z, \beta) \) is non-empty. Moreover, under these conditions, for any \( \mu \in \mathcal{G}(\phi, z, \beta) \) the corresponding correlation function \( k_\mu \) satisfies the following bound

\[
k_\mu(\eta) \leq \text{const} \, C(\beta)^{-|\eta|}, \quad \eta \in \Gamma_0.
\]

3.2 Generator of Glauber type dynamics

The mechanism of an evolution of configurations in \( \Gamma \) we determine by some formally given generator. The action of such generator in the case of Glauber type dynamics has the following form (see e.g. [16])

\[
(LF)(\gamma) := \sum_{x \in \gamma} e^{\beta E(x, \gamma)} D^-_x F(\gamma) + \int_{\mathbb{R}^d} D^+_x F(\gamma) dx,
\]

where \( D^-_x F(\gamma) = F(\gamma \setminus x) - F(\gamma) \) and \( D^+_x F(\gamma) = F(\gamma \cup x) - F(\gamma) \).
Remark 3.2. It is known that Gibbs measure $\mu \in \mathcal{G}(\kappa, \beta)$ is reversible with respect to the Markov process associated with $L$ (i.e. the operator $L$ is symmetrical in $L^2(\Gamma, \mu)$).

Remark 3.3. In the case, if $E(x, \gamma)$ is given via a potential with a non-trivial positive part, the death rate of the operator $L$ will be unbounded. In the considered model, the death rate reflects a competition between points of the configuration. In the spatial ecology models such a situation is related to the density dependent mortality notion [6].

3.3 Spectral properties of the symbol

Let us consider the operator $L$ on functions $\mathcal{F}L^0(\Gamma, \mathcal{B}_A(\Gamma))$. One can easily check that this operator has the Markov property (it satisfies the maximum principle for the generators of Markov semigroups). Therefore, one may think about this operator as about Markov pre-generator. As it was shown in [16] the following result holds

**Proposition 3.1.** The image of $L$ under the K-transform (or symbol of $L$) on functions $G \in \mathcal{B}_{bs}(\Gamma_0)$ is given by

$$\hat{L} := K^{-1}LK = L_0 + L_1 + L_2,$$

where

$$L_0G(\eta) := -A(\eta)G(\eta), \quad A(\eta) = \sum_{x \in \eta} \prod_{y \in \eta \setminus x} e^{\beta \phi(x - y)};$$

$$L_1G(\eta) := -\sum_{\xi \subset \eta, \xi \neq \eta} G(\xi) \sum_{x \in \xi} \prod_{y \in \xi \setminus x} e^{\beta \phi(x - y)} \prod_{y \in \eta \setminus \xi} (e^{\beta \phi(x - y)} - 1);$$

$$L_2G(\eta) := \kappa \int_{\mathbb{R}^d} G(\eta \cup x)dx, \quad \kappa > 0.$$

We study the operator $\hat{L}$ in the Banach space

$$\mathcal{L}_C := L^1(\Gamma_0, C^{[\eta]}(\lambda(\eta))),$$

where $C > 0$ and $\lambda := \lambda_1$ is the Lebesgue-Poisson measure with intensity 1. To define the symbol of $L$ mathematically rigorously we introduce its domain (see e.g. [16])

$$D(\hat{L}) := \{G \in \mathcal{L}_C : A \cdot G \in \mathcal{L}_C\}.$$
Remark 3.4. In our recent paper [16] we have shown that for any triple of positive constants $C$, $\kappa$ and $\beta$ which satisfies

$$2e^{C\kappa(\beta)C} + 2\kappa e^{2\beta C^{-1}} < 3$$

the symbol $\hat{L}$ is a generator of a holomorphic semigroup $T_t$ in $\mathcal{L}_C$. Moreover, there exists a non-equilibrium Markov process which corresponds to $L$.

Now, we set

$$L^1_0 := \{G \in \mathcal{L}_C \mid G = \text{const} \psi_0\}, \quad \psi_0(\eta) = \begin{cases} 1, & \eta = \emptyset, \\ 0, & \eta \neq \emptyset \end{cases} \quad (7)$$

and

$$L_{\geq 1} := \{G \in \mathcal{L}_C : G(\emptyset) = 0\}.$$ 

Then, the space $\mathcal{L}_C$ can be decomposed as

$$\mathcal{L}_C = L^1_0 + L_{\geq 1}.$$ 

One should note that the decomposition of any $G \in \mathcal{L}_C$ into the sum of functions from $L^1_0$ and $L_{\geq 1}$ is unique. As result the operator $\hat{L}$ can be represented in the form

$$\hat{L} := \left( \begin{array}{cc} L_{00} & L_{01} \\ L_{10} & L_{11} \end{array} \right),$$

where $L_{00} = 0$, $L_{10} = 0$,

$$L_{01} G(\emptyset) = \kappa \int_{\mathbb{R}^d} G^{(1)}(x) dx, \quad G = \left( G^{(n)}, n \geq 0 \right) \in L_{\geq 1}.$$ 

Next we introduce the Banach space

$$\mathcal{K}_C := \left\{ k : \Gamma_0 \to \mathbb{R} \mid k \cdot C^{-1} < L^\infty(\Gamma_0, \lambda) \right\},$$

which is dual to $\mathcal{L}_C$ with respect to the duality defined as

$$\ll G, k \gg := \int_{\Gamma_0} G(\eta) k(\eta) \lambda(d\eta). \quad (8)$$

Analogously, to the decomposition of the space $\mathcal{L}_C$ we get the following representation for the space $\mathcal{K}_C$:

$$\mathcal{K}_C = L^\infty_0 + \mathcal{K}_{\geq 1},$$
where

\[ L_0^\infty := \{ k \in \mathcal{L}_C \mid k = \text{const } \psi_0 \}, \quad (9) \]

and

\[ \mathcal{K}_{\geq 1} := \{ k \in \mathcal{K}_C : k(\emptyset) = 0 \}. \]

The corresponding adjoint operator to the operator \( L \) on \( \mathcal{K}_C \) we denote by

\[ \hat{L}^* := \begin{pmatrix} L^*_0 & L^*_0 \\ L^*_1 & L^*_1 \end{pmatrix}, \]

where \( L^*_0 = 0, \ L^*_0 = 0. \)

The spectral properties of the operator \( \hat{L} \) are described in the following theorem

**Theorem 3.1.**

1. The point \( z = 0 \) is an eigenvalue of the operator \( \hat{L} \) with the eigenvector \( \psi_0 \) (see (7)).

2. There exists \( z_0 > 0 \) such that

\[ I_1 = \{ z \in \mathbb{C} : \Re z > -z_0 \} \setminus \{0\} \]

and

\[ I_2 = \left\{ z \in \mathbb{C} : |\arg z| < \frac{3\pi}{4} \right\} \setminus \{0\} \]

belong to the resolvent set of the operator \( \hat{L} \).

**Proof.** We will show that for any \( u \geq 0 \) and \( w \in \mathbb{R} \) the operator \( (L_{11} - (u + iw)\mathbb{I})^{-1} \) in the space \( \mathcal{L}_{\geq 1} \) exists and bounded. Indeed,

\[ (L_{11} - (u + iw)\mathbb{I})^{-1} = \]

\[ (\mathbb{I} + (L_{01}^{11} - (u + iw)\mathbb{I})^{-1}(L_{11}^{11} + L_{21}^{11}))^{-1}(L_{01}^{11} - (u + iw)\mathbb{I})^{-1}, \]

where \( L_{i1}^{11} \) - the part of the operator \( L_i \) in the space \( \mathcal{L}_{\geq 1}, \ i = 0, 1, 2. \) The resolvent \( (L_{01}^{11} - (u + iw)\mathbb{I})^{-1} \) exists in the space \( \mathcal{L}_{\geq 1} \) since

\[ A(\eta) > 0, \ \forall \eta \neq \emptyset. \]

In order to claim that the resolvent

\[ (\mathbb{I} + (L_{01}^{11} - (u + iw)\mathbb{I})^{-1}(L_{11}^{11} + L_{21}^{11}))^{-1} \]

exists it is enough to show that

\[ ||(L_{01}^{11} - (u + iw)\mathbb{I})^{-1}(L_{11}^{11} + L_{21}^{11})|| \leq 1. \]
It is easy to see that for \( \eta \neq \emptyset \)

\[
(L_0^{11} - (u + iw)\mathbb{1})^{-1}L_1^{11}G(\eta) = \frac{\sum_{\xi \subset \eta, \xi \neq \eta} G(\xi) \sum_{x \in \xi} \prod_{y \in \xi \setminus x} e^{\beta \phi(x-y)} \prod_{y \in \eta \setminus \xi} (e^{\beta \phi(x-y)} - 1)}{\sum_{x \in \eta} \prod_{y \in \eta \setminus x} e^{\beta \phi(x-y)} + u + iw}.
\]

As result

\[
|\left( L_0^{11} - (u + iw)\mathbb{1} \right)^{-1}L_1^{11}G(\eta) | < A^{-1}(\eta) \left[ \sum_{\xi \subset \eta} |G(\xi)| \right. \sum_{x \in \xi} e^{\beta E(x, \xi \setminus x) B(\eta \setminus \xi, x) - |G(\eta)| A(\eta)} \left. \right] , \quad \eta \neq \emptyset
\]

where \( B(\eta, x) := \prod_{y \in \eta} |e^{\beta \phi(x-y)} - 1| \). Then, using Minlos lemma

\[
\int_{\Gamma_0 \setminus \{0\}} \lambda(dx_1) \int_{\Gamma_0} \lambda(dx_2) \frac{|G(\xi_1)| \sum_{x \in \xi_1} e^{\beta E(x, \xi_1 \setminus x) B(\xi_2, x) C[\xi_1, C[\xi_2]}}{\sum_{x \in \xi_1} e^{\beta E(x, \xi_1 \setminus x) e^{-\beta m}[\xi_2]}} - \int_{\Gamma_0 \setminus \{0\}} |G(\eta)| \sum_{x \in \eta} \prod_{y \in \eta \setminus x} e^{\beta \phi(x-y)} \prod_{y \in \eta \setminus x} e^{\beta \phi(x-y)} \lambda(d\eta).
\]

(10)

where \( m := - \min \{0, \min \phi\} \). For the last bound we have used the following inequality:

\[
\sum_{x \in \xi_1 \cup \xi_2} \prod_{y \in \xi_1 \cup \xi_2 \setminus \{x\}} e^{\beta \phi(x-y)} > \sum_{x \in \xi_1} \prod_{y \in \xi_2 \setminus x} e^{\beta \phi(x-y)} \prod_{y \in \xi_2 \setminus x} e^{\beta \phi(x-y)} e^{-\beta m}[\xi_2].
\]

The estimate (10) gives

\[
\int_{\Gamma_0 \setminus \{0\}} |\left( L_0^{11} - (u + iw)\mathbb{1} \right)^{-1}L_1^{11}G(\eta) | C^{[h]} \lambda(d\eta) < ||G|| \exp \left\{ e^{\beta m} C_{st}(\beta) \right\} - ||G|| = \left( \exp \left\{ e^{\beta m} C_{st}(\beta) \right\} - 1 \right) ||G||.
\]

It is clear that for a small \( \beta \)

\[
\exp \left\{ e^{\beta m} C_{st}(\beta) \right\} - 1 < \frac{1}{3}.
\]
and hence also
\[ \| (L_0^{11} - (u + iw) \mathbb{1})^{-1} L_2^{11} \| < \frac{1}{3}. \]

Next we estimate the norm of \( (L_0^{11} - (u + iw) \mathbb{1})^{-1} L_2^{11} \). The simple inequality
\[ \| (L_0^{11} - (u + iw) \mathbb{1})^{-1} L_2^{11} G(\eta) \| \leq \kappa A^{-1}(\eta) \int_{\mathbb{R}^d} G(\eta \cup x) dx, \quad \eta \neq \emptyset \]
yields
\[ \int_{\Gamma_0 \setminus \{\emptyset\}} |(L_0^{11} - (u + iw) \mathbb{1})^{-1} L_2^{11} G(\eta)| C^{[|\eta|]} \lambda(d\eta) < \]
\[ < \kappa e^{2B\beta} \int_{\Gamma_0 \setminus \{\emptyset\}} \frac{1}{|\eta|} \int_{\mathbb{R}^d} |G(\eta \cup x)| C^{[|\eta|]} dx \lambda(d\eta) = \]
\[ = \kappa e^{2B\beta} \int_{\Gamma_0 \setminus (\Gamma_0(1) \cup \{\emptyset\})} \frac{|\eta|}{|\eta| - 1} C^{[|\eta| - 1]} |G(\eta)| \lambda(d\eta) \leq \frac{2\kappa e^{2B\beta}}{C} \|G\|, \]
where \( B > 0 \) is a constant which is determined from the stability condition for \( \phi \). In the estimate above we have also used the following inequality
\[ \frac{1}{|\eta|} \sum_{x \in \eta} \prod_{y \in \eta \setminus x} e^{\beta \phi(x-y)} \geq \exp \left\{ \frac{2\beta}{|\eta|} E(\eta) \right\} \geq e^{-2B}. \]

Therefore, for small \( \kappa \) we have
\[ \| (L_0^{11} - (u + iw) \mathbb{1})^{-1} L_2^{11} \| < \frac{1}{3} \]
and finally
\[ \| (L_0^{11} - (u + iw) \mathbb{1})^{-1} (L_1^{11} + L_2^{11}) \| < \frac{2}{3}. \]

The latter fact implies
\[ \| (L - (u + iw) \mathbb{1})^{-1} \| = \]
\[ = \| (1 + (L_0^{11} - (u + iw) \mathbb{1})^{-1} (L_1^{11} + L_2^{11}))^{-1} (L_0^{11} - (u + iw) \mathbb{1})^{-1} \| < \]
\[ < 3\| (L_0^{11} - (u + iw) \mathbb{1})^{-1} \|, \]
13
but

\[(L_{11}^{-1} - (u + iw)\mathbb{I})^{-1} \leq \frac{1}{\left(\min_{|\xi| \geq 1} A(\xi) \right)^2 + u^2} \leq \frac{1}{\left(\min_{|\xi| \geq 1} |\xi|^2 e^{-2\beta B} + w^2\right)^\frac{1}{2}} \]

Therefore, since

\[
\| (L_{11} - (u + iw)\mathbb{I})^{-1} \| = \| (\mathbb{I} - (L_{11} - iw\mathbb{I})^{-1} u) (L_{11} - iw\mathbb{I})^{-1} \|
\]

for \(0 \geq u \geq -z_0, \ z_0 = \frac{1}{3} e^{-2\beta B}\) we have

\[
\| (L_{11} - (u + iw)\mathbb{I})^{-1} \| \leq 3 \left(1 - \frac{|u|}{z_0}\right)^{-1} \frac{1}{\left(e^{-4\beta B} + w^2\right)^{\frac{1}{2}}}
\]

As result, for all \(z \in I_1\) the operator \((L_{11} - z\mathbb{I})^{-1}\) exists and bounded.

Now let us note that \(|w| > |u|\) for all \(z = u + iw \in I_2, u < 0\). As result

\[
|A(\eta) + u + iw| > (|A(\eta) + u|^2 + u^2)^{\frac{1}{2}} \geq \frac{A(\eta)}{\sqrt{2}}.
\]

Using the same arguments as before one can show now that \(I_2\) belongs to the resolvent set of \(L_{11}\) as well.

The spectral properties of the operator \(L_{11}\), studied above, play the key role for the proof of the main statements of the theorem. Below we prove the facts claimed in the theorem.

It is clear that vector \(\psi_0\) is the eigenvector of the operator \(\hat{L}\) with the corresponding eigenvalue 0. Suppose that there exists another eigenvector \(\tilde{\psi} = (\tilde{\psi}^0, \tilde{\psi}^1) \in \mathcal{L}_C, \tilde{\psi}^0 \in \mathcal{L}_0, \tilde{\psi}^1 \in \mathcal{L}_{\geq 1}\) which corresponds to the eigenvalue 0. Then the following should be true

\[
L_{00}\tilde{\psi}^0 + L_{01}\tilde{\psi}^1 = 0
\]

\[
L_{11}\tilde{\psi}^1 = 0.
\]

The last equality implies that \(\tilde{\psi}^1 = 0\), and hence \(\tilde{\psi} = \text{const} \ \tilde{\psi}_0\) that proves the first statement of the theorem. To prove the second one, we study for any \(z \in I_1 \cup I_2, z \neq 0\) the following equation

\[
(\hat{L} - z\mathbb{I})R = G, \quad R, G \in \mathcal{L}_C.
\]
It can be rewritten also in the form
\[
(\mathbb{L}_{00} - z \mathbb{1}) R^0 + L_{01} R^1 = G^0
\]
\[
(\mathbb{L}_{11} - z \mathbb{1}) R^1 = G^1,
\]
where \( R = (R^0, R^1), G = (G^0, G^1), \) and \( R^0, G^0 \in \mathbb{L}_{0}^1, R^1, G^1 \in \mathbb{L}_{\geq 1}. \)

The solution to the second equation exists and unique:
\[
R^1 = (\mathbb{L}_{11} - z \mathbb{1})^{-1} G^1.
\]

Therefore,
\[
R^0 = \frac{1}{z} (L_{01}(\mathbb{L}_{11} - z \mathbb{1})^{-1} G^1 - G^0)
\]
As result, the resolvent for the operator \( \hat{L} \) is defined for all \( z \in I_1 \cup I_2, z \neq 0. \)

Since the operator \( \hat{L} \) in \( \mathbb{L}_C \) is closed and densely defined, the corresponding adjoint operator \( \hat{L}^* \) in \( \mathcal{K}_C \) with respect to the duality (8) has the same spectrum as the operator \( \hat{L} \) (see e.g. [12]). In particular, the subspace
\[
\mathcal{K}^*_\text{inv} := \{ k \in \mathcal{K}_C | \ll \psi_0, k \gg = 0 \} \subset \mathcal{K}_C
\]
is invariant for the operator \( \hat{L}^* \). The latter subspace can be identified with the subspace \( \mathcal{K}_{\geq 1} \). The restriction of the operator \( \hat{L}^* \) to \( \mathcal{K}_{\geq 1} \) coincides with the operator \( \mathbb{L}^*_{11} \).

4 Ergodicity

The space \( \mathbb{L}_0^1 \) is invariant with respect to the semigroup \( T_t \). As result, there exists the factor semigroup on the factor space \( \mathbb{L}_C / \mathbb{L}_0^1 \), which can be identified with the space \( \mathbb{L}_{\geq 1} \), and the operator \( \hat{L} / \mathbb{L}_0^1 \) in this space, the action of which is given as
\[
\left( \hat{L} / \mathbb{L}_0^1 \right) [G] := [LG], \quad (11)
\]
where \([G] \in \mathbb{L}_C / \mathbb{L}_0^1 \) is the equivalent class of the element \( G \in \mathbb{L}_C \). Since \( \mathbb{L}_0^1 \subset \mathbb{L}_C \) is an invariant subspace for \( \hat{L} \), the definition (11) is correct. Identifying the space \( \mathbb{L}_C / \mathbb{L}_0^1 \) with \( \mathbb{L}_{\geq 1} \) one can see that the operator
$L/_{L_0}$ corresponds to the operator $L_{11}$ in the sense of similarity, i.e.
there exists an (isometric) isomorphism $J$ such that
$$J^{-1}L_{11}J = L/_{L_0}.$$ The same transformation can be shifted also to the corresponding semigroups, i.e.
$$\tilde{T}_t := J \left( \frac{T_t}{L_0} \right) J^{-1},$$ which shows the existence of the semigroup $\tilde{T}_t$. Moreover, it is clear by the construction that its generator coincides with $L_{11}$.

Let us consider the adjoint evolution $T^*_t$ to the evolution $T_t$ with respect to the duality (8) and its restriction $\tilde{T}^*_t = T^*_t |_{K_{\geq 1}}$ on the invariant subspace $K_{\geq 1}$. It is easy to see that $T^*_t$ has semigroup property and, moreover, $\tilde{T}^*_t$ is the adjoint semigroup to the semigroup $\tilde{T}_t$ with respect to the duality (8).

The following theorem is crucial for the study of the ergodicity of the process.

**Theorem 4.1.** Suppose that the parameters of the system satisfy the following conditions
$$\exp \left\{ e^{2\beta B} C_{st}(\beta) C \right\} + 2\pi e^{2\beta B} C^{-1} < \frac{3}{2}$$
then for $t > 1$
$$\|T^*_t\| \leq \text{const} e^{-\frac{z_0}{2}t}.$$ 

**Proof.** Using the inverse formula (see [9]) we have
$$t\tilde{T}_t = -\frac{1}{2\pi i} \int_{\Upsilon} (L_{11} - z\mathbb{1})^{-2} e^{zt} dz,$$
where integral is taken over the contour $\Upsilon$ of the form
$$\Upsilon = \{ z = -z_0/2 + iw : w \in \mathbb{R} \}.$$ provided, of course, that the right-hand side of the formula exists. Indeed,
$$\left\| \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-\frac{z_0}{2} t} e^{iw t} (L_{11} - (-\frac{z_0}{2} + iw)\mathbb{1})^{-2} dw \right\| <$$
$$< \frac{1}{2\pi} e^{-\frac{z_0}{2} t} \int_{-\infty}^{\infty} \frac{9}{e^{-4\beta B} + w^2} dw = \text{const} e^{-\frac{z_0}{2} t}.$$
Finally, for $t > 1$

$$||\tilde{T}_t^*|| \leq ||t\tilde{T}_t|| < const e^{-\frac{2}{T}t},$$

(12)

where we used the fact that $||\tilde{T}_t|| = ||\tilde{T}_t^*||$.

Now, given an initial correlation function $k_0$ from the class $\mathcal{K}_C$, we look to the corresponding dynamics $k_t := T_t^* k_0$. We would like to show that $k_t$ converges to the invariant correlation function as $t \to 0$. Toward this end we should adjust the initial correlation functions with the possible parameters of our system. The corresponding result is described below in the theorem.

**Theorem 4.2.** Let the initial measure $\mu_0 \in \mathcal{M}^1(\Gamma)$ has the correlation function $k_0 \in \mathcal{K}_C$ for some $C > 0$. Suppose that the parameters of the system satisfy the following conditions

1. $\exp\{e^{2B}C_{st}(\beta)C\} + 2\kappa e^{2B}C^{-1} < \frac{3}{2}$;

2. $\kappa e^{2B}C^{-1} \exp\{e^{2B}CC_{st}(\beta)\} < 1$,

where $B$ is the same as in the stability condition. Denote $k_\mu$ the correlation function corresponding to $\mu \in \mathcal{G}(\kappa, \beta)$. Then,

$$||k_t - k_\mu||_{K_C} \leq const e^{-\frac{2}{T}t}||k_0 - k_\mu||_{K_C}.$$  

**Proof.** Let us clarify the sense of conditions of the theorem. The condition 1 ensures the existence of the semigroup $T_t^* := e^{tL^*}$ in the Banach space $\mathcal{K}_C$. Moreover

$$||\tilde{T}_t^*|| \leq const e^{-\frac{2}{T}t}.$$  

The condition 2 gives the existence of $\mu \in \mathcal{G}(\kappa, \beta)$ and the following bound for the corresponding correlation function

$$k_\mu(\eta) \leq C^{||\eta||}, \quad \eta \in \Gamma_0.$$  

(13)

Since $\mu$ is invariant measure for the operator $L$ it is not difficult to see using the properties of $K$-transform that

$$e^{tL^*}k_\mu = k_\mu.$$  
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Denote
\[ r_t := k_t - k_\mu, \]
where \( k_t := e^{tL^*}k_0 \) and \( k_0 \in \mathcal{K}_C \) is a correlation function of some measure \( \mu_0 \in \mathcal{M}^1(\Gamma) \). Since \( k_0(\emptyset) = 1 \) and \( k_\mu(\emptyset) = 1 \), we have \( r_0(\emptyset) = 0 \). The condition 2 implies that \( r_0 \) is a function from \( \mathcal{K}_{\geq 1} \).
Indeed,
\[ |r_0| = |k_0 - k_\mu| < \text{const} C^{|\eta|}. \]
Finally, using Theorem 4.1 we have
\[ ||k_t - k_\mu||_{\mathcal{K}_C} = ||\tilde{T}_t^*r_0||_{\mathcal{K}_C} \leq \text{const} e^{-\frac{2\eta}{t}} ||k_0 - k_\mu||_{\mathcal{K}_C}, \]
that concludes the proof of the theorem.

Remark 4.1. For any fixed \( C > 0 \) there exist small \( \kappa > 0 \) and \( \beta > 0 \) such that the conditions of Theorem 4.2 are fulfilled.
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